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Numeric Summaries

mean x̄ = 1
n

∑n
i=1 xi

population variance σ2 = 1
n

∑n
i=1 (xi − x̄)2

population standard deviation σ =
√

1
n

∑n
i=1 (xi − x̄)2

sample variance s2 = 1
n−1

∑n
i=1 (xi − x̄)2

sample standard deviation s =
√

1
n−1

∑n
i=1 (xi − x̄)2

Linear Relationships

Form y ≈ β0 + β1x

Fitted linear relationship ŷ = b0 + b1x

Least squares estimates b1 =
∑n
i=1(xi−x̄)(yi−ȳ)∑n

i=1(xi−x̄)2

b1 =
∑n
i=1 xiyi−nx̄ȳ∑n
i=1 x

2
i−nx̄

2

b0 = ȳ − b1x̄

Residuals ei = yi − ŷi

sample correlation coeffecient r =
∑n
i=1(xi−x̄)(yi−ȳ)√∑n

i=1(xi−x̄)2
∑n
i=1(yi−ȳ)2

r =
∑n
i=1 xiyi−nx̄ȳ√

(
∑n
i=1 x

2
i−nx̄

2)(
∑n
i=1 y

2
i−nȳ

2)

coeffecient of determination R2 = (r)2

∑n
i=1(yi−ȳ)2−

∑n
i=1(yi−ŷi)2∑n

i=1(yi−ȳ)2

Multivariate Relationships

Form y ≈ β0 + β1x1 + β2x2 + . . .+ βkxk

Fitted relationship ŷ ≈ b0 + b1x1 + b2x2 + . . .+ bkxk

Residuals ei = yi − ŷi

Sums of Squares SSTO =
∑n
i=1 (yi − ȳ)2

SSE =
∑n
i=1 (yi − ŷi)2

SSR = SSTO − SSE =
∑n
i=1 (ŷi − ȳ)2

coeffecient of determination R2 =
∑n
i=1(yi−ȳ)2−

∑n
i=1(yi−ŷi)2∑n

i=1(yi−ȳ)2

R2 = SSTO−SSE
SSTO

R2 = SSR
SSTO∑n

i=1(yi−ȳ)2−
∑n
i=1(yi−ŷi)2∑n

i=1(yi−ȳ)2

Functions
Quantile Function Q(p) For a univariate sample consisting of n values that are ordered so
that x1 ≤ x2 ≤ . . . ≤ xn and value p where 0 ≤ p ≤ 1, let i = bn · p+ 0.5c. Then the quantile
function at p is:

Q(p) = xi + (n · p+ 0.5− i)(xi+1 − xi)



Basic Probability
Definitions
Random experiment A series of actions that lead to an observable result.

The result may change each time we perform the experiment.

Outcome The result(s) of a random experiment.

Sample Space (S) A set of all possible results of a random experiment.

Event (A) Any subset of sample space.

Probability of an event (P (A)) the likelihood that the observed outcome of
a random experiment is one of the outcomes in the event.

AC The outcomes that are not in A.
A ∩B The outcomes that are both in A and in B.
A ∪B The outcomes that are either A or B.

General Rules
Probability A given B P (A|B) = P (A ∩B)/P (B)

Probability A and B P (A ∩B) = P (A|B)P (B) = P (B|A)P (A)

Probability A or B P (A or B) = P (A) + P (B)− P (A,B)

Independence
Two events are called independent if P (A,B) = P (A) · P (B). Clever students will realize this
also means that if A and B are independent then P (A|B) = P (A) and P (B|A) = P (B).

Joint Probability

Joint Probability The probability an outcome is in event A and in event B = P (A,B).

Marginal Probability If A ⊆ B ∪ C then P (A) = P (A ∩B) + P (A ∩ C).

Conditional Probability For events A and B, if P (B) 6= 0 then P (A|B) = P (A ∩B)/P (B).

Discrete Random Variables
General Rules

Probability function fX(x) = P (X = x)

Cumulative probability function FX(x) = P (X ≤ x)

Expected Value µ = E(X) =
∑
x xfX(x)

Variance σ2 = V ar(X) =
∑
x(x− µ)2fX(x)

or, V ar(X) =
∑n
i=1 x

2
i · f(xi)− µ2

or, V ar(X) =
∑
x

(x− EX)2f(x) = E(X2)− (EX)2

Standard Deviation σ =
√
V ar(X)

Joint Probability Functions

Joint Probability Function fXY (x, y) = P [X = x, Y = y]

Marginal Probability Function fX(x) =
∑
y fXY (x, y)

fY (y) =
∑
x fXY (x, y)

Conditional Probability Function fX|Y (x|y) = fXY (x, y)/fY (y)
fY |X(y|x) = fXY (x, y)/fX(x)

Geometric Random Variables

X is the trial count upon which the first successful outcome is observed performing independent
trials with probability of success p.

Possible Values x = 1, 2, 3, . . .

Probability function P [X = x] = fX(x) = p(1− p)x−1

Expected Value µ = E(X) = 1
p

Variance σ2 = V ar(X) = 1−p
p2

Binomial Random Variables

X is the number of successful outcomes observed in n independent trials with probability of
success p.

Possible Values x = 0, 1, 2, . . . , n

Probability function P [X = x] = fX(x) = n!
(n−x)!x!

px(1− p)n−x

Expected Value µ = E(X) = np

Variance σ2 = V ar(X) = np(1− p)

Poisson Random Variables

X is the number of times a rare event occurs over a predetermined interval (an area, an amount
of time, etc.) where the number of events we expect is λ.

Possible Values x = 0, 1, 2, 3, . . .

Probability function P [X = x] = fX(x) = e−λλx

x!

Expected Value E(X) = λ

Variance V ar(X) = λ


	Numeric Summaries
	Linear Relationships
	Multivariate Relationships
	Functions
	Basic Probability
	Definitions
	General Rules
	Independence
	Joint Probability

	Discrete Random Variables
	General Rules
	Joint Probability Functions
	Geometric Random Variables
	Binomial Random Variables
	Poisson Random Variables


