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WorRing with Multiple Random Variables



Joint
Distributions

Joint Distributions

We often need to consider two random variables together -
for instance, we may consider

 the length and weight of a squirrel,
« the loudness and clarity of a speaker,

e the blood concentration of Protein A, B, and C and so
on. T

This means that we need a way to describe the probability
of two variables jointly. We call the way the probability is
simultaneously assigned the "joint distribution”.
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Joint

Distributions Joint distribution of discrete random variables

. For several discrete random variable, the device typically
Discrete RVs used to specify probabilities is a joint probability function.
The two-variable version of this is defined.

A joint probability function (joint pmf) for
discrete random variables X and Y is a
nonnegative function f(z, y), giving the

probability that (simultaneously) X takes the
values x and Y takes the values y. That is,
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Joint

Distributions Joint distribution of discrete random variables

. So we have probability functions for X, probability
Discrete RVs functions for Y and now a probability function for X and
Y together - that's a lot of fs floating around though! In

order to be clear which function we refer to when we
referto” f”, we also add some subscripts

Suppose X and Y are two discrete random variables.

« we may need to identify the joint probability function
using fxy(z,y),

« we may need to identify the probability function of X
by itself (aka the marginal probability function for X)
R =T KW wsing fx(z),

« we may need to identify the probability function of Y
by itself (aka the marginal probability function for Y)

using fy (y)
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Joint

Distributions Joint pmf

For the discrete case, it is useful to give f(x, y) in a table.

Discrete RVs ~——————
Two bolt torques, cont'd

Recall the example of measure the bolt torques on the face
plates of a heavy equipment component to the nearest
integer. With

X = the next torque recorded for bolt 3
Y = the next torque recorded for bolt 4
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Joint Joint pmf

Distributions
, the joint probability function, f(z,y), is
T SN~—— — ~—— —_—~——
Discrete RVs N .
W 11 12 13 (14 15 16 17 (18) 19 20
~ 0@ 0 0 0 0 0 0  Jpd 2/3& 134
o000 0 0 2/34 0|0 0
0 134 1/34 0 0 1/34.a@ 1/ 0
66— 2 /34— /3434 D0
/ 0 0 1/31 2/34 zf/34 0 v—"2/34 0
o) 15 1/34 1/34 0 0 34 0 0 00 0
\ v 140 0 0 @0 1/34 0 0 (2/34)0 0
QU\'-\ ? 13 0 0 @ O 1/3)0Nmomms0 |l mommy0
=< ~—— l
v _f,b\\ﬂ
FC™™ )
L \D
-
//o//(}){

723



Joint Calculate:

Distributions « P[X=14dandY =19] = $C 14 \9)
~ T —

Discrete RVs =

« P[IX=18andY = 17]
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Joint By summing up certain values of f(z,y), probabilities
Distributions associated with X and Y with patterns of interest can be

obtained.
. - P (= XYY 71\2)-:?(&\2}.:7-’2\33
DiscreteRs ~ Consider: P(X > ¥)= ¢
\
x - —P(X2s, 7= 'ZP\:Q*OQ%L;? 0\%"" Al /@4
— = AL
}'\x 11112 (15) 14115116 | 17| 18 | 19 ;[]\
20 (<)
19 oA
18 A =L | !
15 < o o R [ [ X
14 XX [ X[ XX ¢ [
a3) XX XY X< |~ X

9/23



Joint

. L . - ~ 20,
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Joint

Distributions

Discrete RVs @
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Marginal Distribution



Joint
Distributions

Discrete RVs

Marginal distributions

In a bivariate problem, one can add down columns in the
(two-way) table of f(x,y) to get values for the probability

function of X, fx(x) and across rows in the same table to
get values for the probability distribution of Y, fy(y).

The individual probability functions for discrete random
variables X and Y with joint probability function f(z,y)

are called marginal probability functions. They are
obtained by summing f(«, y) values over all possible

values of the other variable.
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Joint

Distributions  connecting Joint and Marginal Distributions

. Use: Joint to Marginal for Discrete RVs
Discrete RVs

Let X and Y be discrete random variables with
joint probability function Then the marginal
probability function for X can be found by:

fx(z) =) fxy(z,y)

and the marginal probability function for Y
can be found by:

fr) =) fxv(z,y)
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Joint
Distributions

Discrete RVs

afngﬁﬁj) =
3

Example: [Torques, cont'd]

Find the marginal probability functions for X and Y from
the following joint pmf.
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Joint
Distributions

Discrete RVs

Getting marginal probability functions from joint
probability functions begs the question whether the
process can be reversed.

Can we find joint probability functions from
marginal probability functions?
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